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Preface

Dear Friends and Colleagues,

Welcome to the international conference “Olomoucian Days of Applied Mathematics
2019” (ODAM). This forum aims at bringing together researchers in mathematical mod-
elling as applied to various scientific fields to discuss current challenges and opportunities
brought forward by practical problems. The conference is intended as a forum for pre-
senting new developments and applications of probability theory and statistics, numerical
mathematics and optimization, and other branches of applied mathematics.

The conference ODAM came into existence through the initiative of Professor Lubomír
Kubáček in 1999, an outstanding figure in Czech and Slovak mathematical statistics. He
took up the tradition of seminars in applied mathematics held at the Department of Mathe-
matical Analysis and Applications of Mathematics at Faculty of Science of Palacký Univer-
sity in Olomouc and established a tradition of friendly meetings of applied mathematicians,
alternately focused on mathematical statistics and fuzzy sets on the one hand, and math-
ematical modelling on the other. Since 2011, the conference ODAM has been organized
biennially as a full-scale international conference. This year the scientific program contains
also six invited lectures of renowned personalities in the field. The social program includes
a dinner in a local brewery, a dinner in the green heart of Olomouc, and a commented visit
of the Botanic Garden, just few steps from the main entrance of the Faculty of Science
which serves as the conference venue.

We wish you a productive, stimulating conference and a memorable stay in Olomouc.

Eva Fišerová and Karel Hron, editors
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A Robust Adaptive Modified Maximum
Likelihood Estimator for the Linear Regression

Model
Şükrü Acıtaş1, Peter Filzmoser2, Birdal Şenoğlu3

1Eskisehir Technical University, Science, Statistics, Eskisehir, Turkey
e-mail: sacitas@eskisehir.edu.tr

2Vienna University of Technology, Institute of Statistics and Mathematical
Methods in Economics, Wiedner Hauptstrasse 8–10, Vienna, Austria

e-mail: P.Filzmoser@tuwien.ac.at
3Ankara University, Ankara, Turkey
e-mail: senoglu@science.ankara.edu.tr

The least squares (LS) estimators are widely used in regression analysis because
of their easy computation. They have good statistical properties when the dis-
tribution of the error terms is normal, i.e. they are the best linear unbiased es-
timators. However, they lose their efficiencies in presence of outliers. Therefore,
robust statistical methods, which are insensitive to the outlying observations, are
employed as alternative to LS method in case of outliers. Among the robust es-
timators for the linear regression model, we here consider the adaptive modified
maximum likelihood (AMML) estimators proposed by Donmez [1]. As their name
refer, the AMML estimators are essentially adaptive versions of the modified max-
imum likelihood (MML) estimators, see for example [2,3]. The AMML estimators
are also easy to compute since they are defined by explicit formulas. Although
the AMML estimators are insensitive to y outliers, they are not robust to x out-
liers. In this study, we suggest the robust AMML (RAMML) estimators which are
obtained by giving extra weights to the predictors. We conduct a simulation study
to compare the performances of the RAMML estimators with some existing robust
estimators such as MM, LMS, LTS and S by using different simulation schemes.
The results demonstrate that the RAMML estimators outperform the others ac-
cording to the mean squared error (MSE) criterion in most of the cases.

References:
[1] Donmez, A.: Adaptive estimation and hypothesis testing methods. Unpublised

Ph.D. thesis, METU, Ankara, 2010.
[2] Tiku, M. L., Islam, M. Q., Selcuk, A. S. : Nonnormal regression. II. Symmetric

distributions. Communications in Statistics-Theory and Methods 30, 1021–1045.
[3] Islam, M. Q., Tiku, M. L. : Multiple linear regression model under nonnormality.

Communications in Statistics-Theory and Methods 33, 2443–2467.
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Behaviour of Higher Order Approximations
in the Cox Proportional Hazards Model

Aneta Andrášiková, Eva Fišerová

Palacký University Olomouc, Faculty of Science, Department of Mathematical
Analysis and Applications of Mathematics, 17. listopadu 12, Olomouc, Czech

Republic
e-mail: aneta.andrasikova@upol.cz, eva.fiserova@upol.cz

Survival analysis is applied in a wide range of sectors, such as medicine, economy,
technology and others. Its main idea is the evaluating of the time until the occur-
rence of an event of interest and the description of the effect of some particular co-
variates on survival time is based on the Cox proportional hazards model. Moreover,
the statistical significance of the effect of considered covariates is verified by the like-
lihood ratio test, the Wald test, or the score test. The mentioned tests represent
the first-order approximations which are asymptotically equivalent; lead to the nu-
merically different results in applications according to available data. In addition
to that, higher-order asymptotics based on Barndorff-Nielsen and Lugannani-Rice
approximations is used for more accurate results. Comparison of the size, power,
and adjusted power of these tests for samples with small size is performed on sim-
ulated datasets in dependence on the distributions of baseline hazard functions,
various proportion of right censored data and the number and the distribution
of the covariates.

References:
[1] Barndorff-Nielsen, O., Cox, D. R.: Edgeworth and Saddle-Point Approximations

with Statistical Applications. Journal of the Royal Statistical Society, Series B
(Methodological) 41, 3 (1979), 279–312.

[2] Bělašková, S., Fišerová, E.: Improvement of the Accuracy in Testing the Effect
in the Cox Proportional Hazards Model Using Higher Order Approximations.
Filomat 31, 18 (2017), 5591–5601.

[3] Brazzale, A. R., Valentina, M.: Likelihood Asymptotics in Nonregular Settings,
A Review with Emphasis on the Likelihood Ratio. Working Paper Series 4
(2018).

[4] Zhang, J., Boos, D. D.: Adjusted power estimates in Monte Carlo experi-
ments. Journal Communications in Statistics - Simulation and Computation
23, 1 (1994), 165 – 173.
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Randomized Response Technique for Estimating
the Population Total

Jaromír Antoch1, Ondřej Vozár2,3

1Charles University, Faculty of Mathematics and Physics, Department
of Probability and Mathematical Statistics, Sokolovská 83, Praha, Czech Republic

e-mail: antoch@karlin.mff.cuni.cz
2University of Economics, Faculty of Informatics and Statistics, Department

of Statistics and Probability, W. Churchill Sq. 4, Praha, Czech republic
3 Czech Statistical Office, Na padesátém 3268/81, Praha, Czech republic

e-mail: vozo01@vse.cz

In this lecture, a new randomized response technique is proposed for sampling sur-
veys. This technique is aimed at protecting respondents’ privacy. It is designed
the estimating the population total of a quantitative characteristic or the popula-
tion mean. It provides a high degree of protection to the interviewed individuals;
hence it may be favorably perceived and increase readiness to cooperate. Instead
of revealing the true value of the characteristic under investigation, the respondent
only informs whether the value is larger (or smaller) than a number which is selected
by him/her at random and unknown to the interviewer. For each respondent, this
number, a sort of an individual threshold, is generated as a pseudorandom number
from the uniform distribution. Further, two modifications of the proposed tech-
nique are presented. The first modification assumes that the interviewer also knows
the generated random number. The second modification deals with the issue that
for certain variables, such as income, it may be embarrassing for the respondents
to report either high or low values. Thus, depending on the value of the pseu-
dorandom lower bound, the respondent is asked different questions to avoid being
embarrassed. The suggested method can be applied to most currently used sampling
schemes, including cluster sampling, two-stage sampling, etc. Results of simulations
illustrate behavior of the proposed procedure.
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Scale-Mixture Extension of Inverse Weibull
Distribution
Talha Arslan

Van Yuzuncu Yil University, Faculty of Economics and Administrative Sciences,
Department of Econometrics, Van, Turkey

e-mail: mstalhaarslan@yyu.edu.tr

In this study, scale-mixture extension of inverse Weibull (SIW) distribution is in-
troduced by using a new stochastic representation of the slashing methodology; see
Gomez et al. [1] and references therein for further information about the slash-
ing methodology. Some statistical properties of the SIW distribution are derived.
Maximum likelihood methodology is used to obtain the estimates of the unknown
parameters of the SIW distribution. In the application part, two real data sets
from the corresponding literature are modeled via SIW distribution. Also, mod-
eling performance of the SIW distribution is compared with its rivals by means
of the well-known information criteria and goodness of fit statistics.

Reference:
[1] Gomez, Y.M., Bolfarine, H. and Gomez, H.W.: Gumbel distribution with heavy

tails and applications to environmental data. Mathematics and Computers
in Simulation, 157 (2019), 115–129.
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Positive Solutions for Nonlinear Singular
Superlinear Elliptic Equations

Yunru Bai1, Leszek Gasiński2, Nikolaos S. Papageorgiou3

1Jagiellonian University in Krakow, Faculty of Mathematics and Computer
Science, Institute of Computer Science, Lojasiewicza 6, Krakow, Poland

e-mail: angela_baivip@163.com
2Pedagogical University of Krakow, Department of Mathematics, Podchorazych 2,

Krakow, Poland
e-mail: leszek.gasinski@up.krakow.pl

3National Technical University, Department of Mathematics, Zografou Campus,
Athens, Greece

e-mail: npapg@math.ntua.gr

In the past, multiplicity theorems for positive solutions of singular problems were
proved by many scholars. The present work and cover a broad class of paramet-
ric nonlinear singular Dirichlet problems. So, based on existing research, we con-
sider a nonlinear nonparametric elliptic Dirichlet problem driven by the p-Laplacian
and reaction containing a singular term and a (p-1)-superlinear perturbation.Using
variational tools together with suitable truncation,comparison techniques, and the crit-
ical point theory,we are looking for positive solutions and we prove the existence
of at least two positive smooth solutions.
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A Dynamic Optimal Control Problem
for an Elastic Plate

in a Contact with a Rigid Obstacle
Igor Bock

Slovak University of Technology, Faculty of Electrical and Engineering, Institute
of Computer Science and Mathematics, Ilkovičova 3, Bratislava, Slovak Republic

e-mail: igor.bock@stuba.sk

We deal with an optimal control problem governed by a nonlinear hyperbolic initial-
boundary value problem describing the perpendicular vibrations of a simply sup-
ported anisotropic elastic plate against a rigid obstacle. A variable thickness of a pla-
te plays the role of a control variable. We have considered a viscoelastic case in [1].
The state problem in the elastic case is the initial-boundary value problem for the hy-
perbolic variational inequality without any damping term. In contrast to a viscoelas-
tic case we obtain accelerations of vibrations in a space of vector measures due to [2].
The state problem is solved through the penalization method. There is no unique-
ness of a solution.

In order to obtain an optimal thickness function we restrict the set of states
only to deflections received as limits of sequences of penalized solutions. We apply
the solutions of control problems corresponding to penalized and regularized state
problems i order to derive the approximate necessary optimality conditions.

Acknowledgement. The presented work is supported by the Ministry of Education
of Slovak Republic under VEGA Grant 1/0819/17.

References:
[1] I. Bock and M. Kečkemétyová: An optimal control problem for a viscoelastic

plate in a dynamic contact with an obstacle, Tatra Mt. Math. Publ. 71 (2018),
27–37.

[2] I. Bock, J. Jarušek and M. Šilhavý : Existence of solutions to a dynamic
contact problem for a thermoelastic von Kármán plate, Nonlin. Anal. RWA 32
(2016) 111-136.
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Thickness Optimization of Piecewise Constant
Gao Beam

Jana Burkotová, Jitka Machalová

Palacký University Olomouc, Faculty of Science, Deparment of Mathematical
Analysis and Applications of Mathematics, 17. listopadu 12, Olomouc, Czech

Republic
e-mail: jana.burkotova@upol.cz, jitka.machalova@upol.cz

The contribution deals with an optimal shape design problem of a nonlinear Gao
beam subject to a vertical load. The aim of the optimization is to find the thickness
distribution to maximize the stiffness of the beam characterized by a compliance
cost functional. For modelling the state problem, the nonlinear Gao beam was pro-
posed in 1996 [1]. We consider a stepped beam with piecewise constant thickness
distribution. The volume of the beam is preserved and fixed during the optimiza-
tion. The existence analysis of the optimization problem and convergence properties
of discretization using finite element approach is covered. The theory is illustrated
by numerical simulations.

References:
[1] Gao, D.Y.: Nonlinear elastic beam theory with application in contact problems

and variational approaches. Mechanics Research Communications 23 (1) (1996)
11–17.

[2] Haslinger J., Mäkinen R. A. E.: Introduction To Shape Optimization: Theory,
Approximation and Computation. SIAM, 2003.

[3] Machalová, J., Netuka, H.: Control variational method approach to bending
and contact problems for Gao beam. Applications of Mathematics 62 (6) (2017)
661–677.
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A Polynomial Case of Nonconvex Quadratic
Optimization

Michal Černý1, Miroslav Rada1, Milan Hladík2

1University of Economics, Faculty of Informatics and Statistics, Department
of Econometrics, Winston Churchill Square 4, Prague, Czech Republic

e-mail: cernym@vse.cz, miroslav.rada@vse.cz
2Charles University, Faculty of Mathematics and Physics, Department of Applied

Mathematics, Malostranské nám. 2/25, Prague, Czech Republic
e-mail: hladik@kam.mff.cuni.cz

We consider the following case of quadratic optimization: given Q ∈ Rn×n

with rank r and given p ∈ Rn and x ≤ x ∈ Rp (where inequalities between vec-
tors are understood componentwise), solve maxx∈Rn xTQx + pTx s.t. x ≤ x ≤ x.
The problem is easily shown to be NP-hard. We show that in the rank deficient
case, when r = O(1), the problem becomes polynomially solvable. (Moreover, if Q
is positive semidefinite, then our method also yields a polynomially solvable case
of the discrete version with integer variables.) The idea is based on a reduction
of the problem to the problem of enumeration of faces (of all dimensions) of a cer-
tain zonotope in dimension O(r), which can be done by a method by Edelsbrunner
et al. [2] in time nO(r). This work extends previous results [1, 3] where Q had been
assumed positive semidefinite and p = 0, while we can handle an arbitrary Q and p.

References:
[1] Allemand, K., Fukuda, K., Liebling, T. M. and Steiner, E. A polynomial case

of unconstrained zero-one quadratic optimization. Mathematical Programming
91 (2001), 49–52.

[2] Edelsbrunner, H., O’Rourke, J. and Seidel, R. Constructing arrangements of lines
and hyperplanes with applications. SIAM Journal on Computing 15(2) (1986),
341–363.

[3] Ferrez, J.-A., Fukuda, K. and Liebling, T. M. Solving the fixed rank convex
quadratic maximization in binary variables by a parallel zonotope construction
algorithm. European Journal of Operational Research 166 (2005), 35–50.
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Compositional Cubes and Generalized Linear
Models - Similarities and Differences

Kamila Fačevicová1, Ondřej Vencálek1, Peter Filzmoser2,
Karel Hron1

1Palacký University Olomouc, Faculty of Science, Department of Mathematical
Analysis and Applications of Mathematics, 17.listopadu 12, Olomouc, Czech

Republic
e-mail: kamila.facevicova@gmail.com, ondrej.vencalek@upol.cz, karel.hron@upol.cz

2Vienna University of Technology, Institute of Statistics and Mathematical
Methods in Economics, Wiedner Hauptstrasse 8–10, Vienna, Austria

e-mail: peter.filzmoser@tuwien.ac.at

Compositional data are commonly known as multivariate observations carrying rel-
ative information. The analysis of compositional data arranged in a table, result-
ing from two underlying factors, has been introduced in the literature as composi-
tional tables approach. This contribution focuses on the extension of that approach
on more-factorial compositional data, represented here with three-factorial com-
positional cubes. The relative nature of compositional data prevents from using
standard statistical methods and its real coordinate representation is appropriate
prior to the analysis. The structure of the coordinate system proposed for more-
factorial compositional data strongly resembles the parameters of linear models.
Therefore the standard approach to the analysis of more-factorial data, represented
here with the generalized linear mixed effect model, will be compared with the com-
positional one on a simple example. In particular, differences in the interpretation
of results and possibilities of a further inference will be discussed.

References:
[1] Fačevicová, K., Filzmoser, P., Hron, K.: Compositional Cubes: Three-factorial

Compositional Data. submitted.
[2] Pawlowsky-Glahn, V., Egozcue, J.J., Tolosana-Delgado, R.: Modeling and Anal-

ysis of Compositional Data. John Wiley & Sons, Chichester, 2015.
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On Higher Order Approximations in the Cox
Proportional Hazards Model

Eva Fišerová1, Silvie Bělašková2, Aneta Andrášiková1

1Palacký University Olomouc, Faculty of Science, Department of Mathematical
Analysis and Applications of Mathematics, 17.listopadu 12, Olomouc, Czech

Republic
e-mail: eva.fiserova@upol.cz, aneta.andrasikova@upol.cz

2International Clinical Research Center, St. Anne’s University Hospital Brno,
Pekařská 53, Brno, Czech Republic

silvie.belaskova@fnusa.cz

The Cox proportional hazards model is one of the most popular models in sur-
vival analysis. The significance of the effect of covariates on time to an event is
usually verified by means of the likelihood ratio test, the Wald test, or the score
test. These are large sample tests that are only the first order approximations
and they do not necessary maintain the significance level for small data sets. Higher
order approximations of the likelihood function based on the Barndorff-Nielsen for-
mula [1] and the Lugannani-Rice formula [3] are applied to improve these tests.
The lecture is focused on the accuracy of p-value of these tests for small datasets
for the Cox model with right-censored and left-truncated observations when only
one covariate is considered. The simulations show that higher order approximations
based on the Lugannani-Rice and the Barndorff-Nielsen formulas in the combination
with the Wald statistic improve the accuracy of p-value [2].

References:
[1] Barndorff-Nielsen, O., Cox, D.R., Edgeworth and saddle-point approximations

with statistical applications, Journal of the royal statistical society, Series B,
41(3), 279–312 (1979).

[2] Bělašková, S., Fišerová, E.: Improvement of the accuracy in testing the effect
in the Cox proportional hazards model using higher order approximations, Filo-
mat 31(18), 5591–5601 (2017).

[3] Lugannani, R., Rice, S., Saddle point approximation for the distribution of the sum
of independent random variables, Adv. Appl. Probab., 12, 475–490 (1980).
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Bayesian Networks in the Prediction
and Diagnostics of Industrial Assembly Lines

Tomáš Fürst

Palacký University Olomouc, Faculty of Science, Department of Mathematical
Analysis and Applications of Mathematics, 17.listopadu 12, Olomouc, Czech

Republic
e-mail: Tomas.Furst@seznam.cz

Much of industrial production comes from automatic or semi-automatic assembly
lines. In the data-driven age, there are two main challenges concerning assembly
lines. [1] Learn the characteristics of the assembly process and predict the qual-
ity of the output. [2] Perform diagnostics of the process, i.e. assess how prob-
able various causes are of observed malfunctioning of the line. Both these needs
are met by the Bayesian network paradigm. A Bayesian network combines expert
knowledge of the process with data obtained during the production. Expert knowl-
edge is used to suggest the structure of the network, and the process data are used
to learn the conditional probabilities. The network may be used in the forward mode
(i.e. from causes to effects) to predict the quality of the product, or in the backward
mode (from effects to causes) for diagnostics. An example of a Bayesian network
will be presented which describes an assembly line in the automotive industry.

References:
[1] S. Russell, P. Norvig: Artificial Intelligence, Prentice Hall, 1995
[2] N. Friedman, D. Koller: Probabilistic Graphical Models, MIT press, 2009
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Computational strategies for computing the best-subset regression models are pro-
posed. The algorithms are based on a regression tree structure that generates all
possible subset models. An efficient branch-and-bound algorithm that finds the best
submodels without generating the entire tree is described. Specifically, the compu-
tational burden is reduced by pruning the non-optimal subtrees. Strategies and ap-
proximate algorithms that improve the computational performance are investigated.
Further, this strategies are adapted to solve the problem of regression subset selec-
tion under the condition of non-negative coefficients. The solution is based on an al-
ternative approach to quadratic programming that derives the non-negative least
squares by solving the normal equations for a number of unrestricted least squares
subproblems. This innovative approach is computationally superior to the straight-
forward method that would estimate the corresponding non-negative least squares
of all possible submodels in order to select the best one. The R package "lmSub-
sets" for regression subset selection is introduced and described. The package aims
to provide a versatile tool for subset regression.
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Electroencephalography (EEG) is an noninvasive electrophysiological monitoring
method of recording electrical activity of human brain. One of the EEG tech-
niques include event-related evoked potentials (ERPs), often used in cognitive sci-
ence, which is recording brain response as a direct result of a specific stimulus.
The ERPs were obtained as arithmetic average of the signal from repeated trials.
The signal were measured by EEG with 61 electrodes from 27 healthy volunteers
during an experiment. The experiment consist of visual stimuli included 10 ro-
tated letters displayed in either canonical or mirror-reversed format in random or-
der. The subject’s task was to decide whether the stimulus was presented in one
of the two formats. Data pre-processing and statistical analyses were performed
in the EEGLAB toolbox, MATLAB and R.

Cross-correlation is a measurement of the linear dynamic dependence between
the two time series for different values of the lag. We include cross-correlations
in brain signal averaging to obtain ERP curves to study processes underlying men-
tal rotation. This method is compared with other approaches of calculating ERPs
through Procrustes curve registration or arithmetic averaging using different align-
ment of the signal. We further discuss the application of cross-correlation in explo-
ration of a (a)symmetry between left and right cerebral hemispheres.

This research was supported by the Grant Agency of the Masaryk University,
Project No. MUNI/A/1503/2018 and by the Scientific Grant Agency of the Ministry
of Education, Science, Research and Sports of the Slovak Republic and the Slovak
Academy of Sciences, grant VEGA Nr. 2/0056/16.
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The Stokes system with local Coulomb’s slip conditions is discretized by a mixed
finite element method using P1-bubble/P1 elements. Solutions to the discretized
problem are defined as fixed-points of an appropriate mapping. We prove the ex-
istence of at least one solution, establish conditions under which the solution is
unique and analyze how these conditions depend on the discretization parameter
and the slip coefficient in Coulomb’s law. Numerical experiments will be pre-
sented. This is a joint contribution with R.Kučera from VŠB Ostrava and V. Šátek
from VUT Brno.
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Compositional data are multivariate observations with the scale invariance property,
i.e. the relevant information is contained in (log)ratios between their components
(parts). Therefore, for statistical processing of compositions it is essential to express
them first in a proper coordinate system, preferably such a one which aggregates
each logratio uniquely in one of the coordinates (Filzmoser et al., 2018). Specifi-
cally, if so called pivot coordinates are taken, in the first coordinate (w.l.o.g.) all
logratios involving a given part are aggregated. This may not be desirable if data
quality problems, e.g., due to measurement error, occur for specific compositional
parts, because such parts would contribute through the respective logratios the same
weight to the coordinate as parts with good data quality. The influence of poor
data quality on the construction of coordinates can be suppressed by constructing
coordinates as weighted sums of logratios (Hron et al., 2017). The focus of this
contribution is on exploring pairwise associations between compositional parts, fol-
lowing Kynčlová et al. (2017). Coordinates are constructed which cover all relative
information of two parts of interest to the remaining parts, with weights applied
to the remaining parts representing their data quality. The new coordinate system,
called weighted symmetric pivot coordinates, provides a solid ground for correlation
analysis with compositional data. The usefulness of the approach will be demon-
strated with simulated data and real-world geochemical data.
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Identifying causal interactions among observed time series is an important issue
in the study of complex systems in diverse scientific fields such as econometrics,
neuroscience, and climate science. Granger causality (Granger, 1969) is a very pop-
ular technique for assessing the presence of causal relations between time series. It
is said that time series Xt Granger causes time series Yt, if the prediction error of Xt

is reduced by including measurements from Yt in the linear regression model. The
application of Granger causality with standard significance testing leads to the de-
tection of spurious causality due to different causes, see e.g. Krakovská et al. (2018),
Nolte et al. (2008). Haufe et al. (2013) proposed a procedure based on time-reversed
data, called time-reversed Granger causality, to alleviate the problem of spurious
causality in the case of independent time series.

Here we test the ability of the time-reversed Granger causality to detect the pres-
ence of true interaction between two non-linearly coupled time series. Using simu-
lations, we show that the time-reversed Granger causality does not correctly detect
asymmetric causal dependence between two time series in general. Furthermore, we
present that the classical Granger causality procedure has higher predictive power
to detect absence of causal interaction between time series than the time-reversed
Granger causality.

Acknowledgement: The work was supported by the Slovak Research and De-
velopment Agency, project APVV-15-0295, and by the Scientific Grant Agency
of the Ministry of Education of the Slovak Republic and the Slovak Academy of Sci-
ences, project VEGA 2/0081/19.

References:
[1] Granger, C. W.: Investigating causal relations by econometric models and cross-

spectral Methods. Econometrica 37 (1969), 424–438.
[2] Krakovská, A., Jakubík, J., Chvosteková, M., Coufal, D., Jajcay, N. and Paluš,

M.: Comparison of six methods for the detection of causality in a bivariate time
series. Phys. Rev. E 97 (2018), 042207.

[3] Nolte, G., Ziehe, A., Nikulin, V.V., Schlögl, A., Krämer, N., Brismar, T. and Mü-
ller, K.R.: Robustly estimatingthe flow direction of information in complex phys-
ical systems. Phys Rev Lett 100 (2008), 234101.

[4] Haufe, S., Nikulin, V. V., Müller, K.-R., Nolte, G.: A critical assessment of con-
nectivity measures for EEG data: A simulation study, NeuroImage 64 (2013),
120–133.

24



Book of Abstracts

Parameter Estimation for Stochastic Partial
Differential Equations of Second Order

Josef Janák

University of Economics, Faculty of Informatics and Statistics, Department
of Mathematics, Winston Churchill Sq. 4, Prague, Czech Republic

e-mail: josef.janak@vse.cz

Consider the following stochastic wave equation with strong damping

∂2u

∂t2
(t, ξ) = b∆u(t, ξ)− 2a

∂u

∂t
(t, ξ) + η(t, ξ), (t, ξ) ∈ R+ ×D,

u(0, ξ) = u1(ξ), ξ ∈ D,
∂u

∂t
(0, ξ) = u2(ξ), ξ ∈ D,

u(t, ξ) = 0, (t, ξ) ∈ R+ × ∂D,

where D ⊂ Rd is a bounded domain with a smooth boundary, ∆ is the Laplace
operator, η is a random Gaussian noise and a > 0, b > 0 are unknown parameters.

We propose strongly consistent estimators of parameters a and b based on ob-
servation of the trajectory of the solution (u(t, ξ), 0 ≤ t ≤ T, ξ ∈ D) up to time T .
In the first part, we present estimators based on the norm of the solution and we
proceed with estimators based on some “observation window". More specifically, we
will be interested in estimators based on observation of the individual coordinates
of the solution and we will also discuss asymptotic normality and implementation
of these estimators.
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In the presentation we propose an abstract framework that can be used to numer-
ically approximate a solution to a class of mechanical contact problems. We intro-
duce an abstract nonsmooth optimization problem and prove existence of a unique
solution to this problem. Next, we present a numerical scheme approximating
the solution and provide numerical error estimation. We apply the abstract theory
to a static contact problem describing an elastic body in contact with a foundation.
This contact is governed by a nonmonotone friction law with dependence on normal
and tangential components of displacement. Weak formulation of introduced contact
problem leads to a hemivariational inequality. Finally, we show results of computa-
tional simulations and describe the numerical algorithm that is used to obtain these
results. This presentation is a joint work with A. Ochal.
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Understanding of fluid motion in unsaturated porous media still cannot be consid-
ered complete. There are many approaches to modeling porous media flow, the most
traditional one being in the framework of continuum mechanics. However, there
are several important flow regimes which are not correctly captured by continuum
mechanics based modeling. One of the important aspects of continuum mechanics
based modeling is the failure to capture the so-called saturation overshoot in gravity-
driven fingers. A semi-continuum model for the description saturation overshoot is
presented. The model captures qualitatively and quantitatively all features of one di-
mensional and two dimensional unsaturated porous media flow experiments reported
in the literature. The porous medium is described by the retention curve, intrinsic
permeability, porosity, and saturation-dependent relative permeability. The fluid is
described by its dynamic viscosity and density. The model is based on Macro Mod-
ified Invasion Percolation concept of dividing the medium into small blocks, which
are not infinitesimal.
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Evoked potentials (EPs) reflect neural processing and are widely used to study
sensory perception. However, methods of analyzing EP have been limited mostly
to the conventional ensemble averaging of EP response trials to a repeated stim-
ulus, and less so to single-trials analysis. In this study, we applied the functional
data analysis approach (FDA) to study auditory EP in the rat model of tinnitus,
in which overdoses of salicylate (SS) are known to alter sound perception character-
istically, as the same way as in humans. Single-trial auditory EPs were analyzed,
after being collected on a daily basis from an awake rat, which had been surgically
implanted with intracranial electrodes over its auditory cortex. Single-trial EP inte-
grals were generated with sound stimuli presented systematically over an intensity
range. The results were approximated using the cubic spline to give sets of smoothed
response-level functions for each of the three sounds. Comparisons between daily
intensity-series for each sound type were done using cross-distance measures based
on the response-level functions in both the original form and the first-derivative
form. From the results of FDA, the first-derivative form was found to provide
a clearer separation, when EP data were compared between SS and the Control
groups. This is also true when the daily data were compared within the more
variable SS-group itself. In addition, at the high intensity region where SS-action is
presumably strong, we also observed characteristic changes in two statistical param-
eters, mean and skewness, of the cross-distance representations. Results suggested
that FDA is a sensitive approach for EP studies, and it can become a powerful tool
for the research in neural science, particularly neuropharmacology.
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Functional data analysis is a relatively novel approach in multivariate statistics
which extends the concept of a random variable to the infinite dimensional setting.
While the measu-rements of a functional random variable still have finite dimen-
sion, it is assumed, that the ob-served variable is in its nature infinitely dimensional
[1]. Longitudinal studies are a natural example of data suitable for the functional
approach. Multiple variables are measured at several discrete points over time to es-
timate the underlying continuous function. Due to the sparseness of measured data,
conventional techniques for functional data analysis may be unsuitable. To address
this issue, a new method was developed – principal component analysis through
conditional expectation (PACE). This method heavily relies on a non-parametric
estimate of the mean and covariance function [2]. We examined how the qual-
ity of these estimates affects the performance of the principal component analysis
through conditional expectation, focusing on the choice of the smoothing parameter
and its extremes such as over- and undersmoothing.
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We introduce a stochastic optimization schema with random times of changes.
The task is to optimize gain from a random process arising in the scheme. The pro-
cess is controlled by decisions made in random times. We intent to give a description
of the schema and present a procedure finding a solution.
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The univariate partial summations were defined in general in [3]. If the beginning
probability distribution is {P ∗j }∞j=0 (called the parent), it is transformed to another
distribution {P (1)

x }∞x=0 (descendant) with some real function g(j) and a normalizing
constant c1.

When we repeat this transformation with the descendant of the first generation
{P (1)

x }∞x=0 as the parent of the second generation while function g(j) remains unal-
tered, with a proper normalizing constant c2, we obtain as the result another prob-
ability distribution - the descendant of the second generation {P (2)

x }∞x=0. Similarly
the descendant of the n-th generation can be obtained. For g(j) = c the exis-
tence of the limit distribution for n −→∞ was proved in [4] (the limit distribution
is geometric for a wide class of parent distributions). For some types of parental
distributions defined on a finite support it is possible to find the limit distribution
of such repeated partial summations using the power method (see [1]). An extension
to the bivariate case is possible (see [2]).

For some distributions with a finite support for which the conditions of the power
method are not satisfied, the limit of the repeated partial summations does not
exist and the sequence of descendant distributions oscillates. Some examples will
be presented.
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The contribution deals with two problems for a nonlinear beam and their numerical
solution. These include problems regarding beam bending and contact problems
with deformable foundation. The beam model under consideration is the Gao non-
linear model, which was firstly introduced in [1], and problems are restricted only
to the stationary problems without friction and with axial force which does not
cause buckling.

The approach that was chosen here is based on the so-called control variational
method, see [2]. Its authors M. Sofonea and D. Tiba used it to solve contact problem
of linear Euler–Bernoulli beam and only for one special case of boundary conditions.
The idea of the method is to transform the original problem to an equivalent optimal
control problem. Submitted contribution follows papers [3] and [4] which general-
izes this method and additionally provides a suitable numerical solution which is
illustrated by a number of examples. The algorithms used in these examples were
implemented using MATLAB.
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Modern studies often rely on aggregations of elementary data, which are then
represented through probability density functions (PDFs). For instance, in socio-
economic contexts, the age of the population is often described through its distribu-
tion (i.e., a population pyramid), whereas, in environmental studies, the soil granu-
larity is typically represented through a particle-size distribution. In all these cases
the dataset consists of PDFs, whose proper statistical treatment is key to describe,
model and predict the phenomenon under study. Statistical methods for the analysis
of PDFs need to account for the infinite-dimensionality of the data, and their inher-
ent constraints. We will discuss the Bayes space viewpoint to the analysis of PDFs,
which combine the approaches of functional data analysis and compositional data
analysis, through the foundational role of the generalized Aitchison geometry. In this
framework, methods for dimensionality reduction [1], modeling and prediction [2,3]
will be illustrated, with application to studies of industrial and environmental in-
terest.
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Detecting subcropping mineralizations but also deeply buried mineralizations is one
important goal in geochemical exploration. The identification of useful indicators
for mineralization is a difficult task as mineralization might be influenced by many
factors, such as location, investigated media, depth, etc. We propose a statistical
method which indicates chemical elements related to mineralization. The identifi-
cation is based on GAM models for the element concentrations across the spatial
coordinate(s). The log-ratios of the GAM fits are taken to compute the curvature,
where high curvature is supposed to indicate mineralization. By defining a measure
for the quantification of high curvature, the log-ratios can be ranked, and elements
can be identified that are indicative of the anomaly patterns.

In the presentation we will show results from our data set, and also results from
other geochemical data sets. All these results indicate that the method indeed is able
to identify pathfinder elements for mineralization. Note that our proposed approach
in unsupervised – thus it is not necessary to know the locations of the potential
mineralization.
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The halfspace (or Tukey) depth is an inferential tool that aims to generalize quantiles
to multivariate datasets. It has been long conjectured that, just as for the usual
quantiles, there is a one-to-one relation between all Borel probability measures,
and all possible depth surfaces. We answer this conjecture in the negative. That
suggests an interesting open problem of characterizing those probability measures
that possess a unique depth. A complete solution to this problem would have far-
reaching implications, not only in the theory of multivariate statistics.
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In the development of efficient predictive models, the key is to identify suitable
predictors for a given linear model. This contribution provides a comparative
study of ridge regression, LASSO, preliminary test and Stein-type estimators based
on the theory of rank statistics. Under the orthonormal design matrix of a given
linear model, we find that the rank based ridge estimator outperforms the usual rank
estimator, restricted R-estimator, rank-based LASSO, preliminary test and Stein-
type R-estimators uniformly. On the other hand, neither LASSO nor the usual
R-estimator, preliminary test and Stein-type R-estimators outperform the other.
The region of domination of LASSO over all the R-estimators (except the ridge
R-estimator) is the interval around the origin of the parameter space. Finally,
we observe that the L2-risk of the restricted R-estimator equals the lower bound
on the L2-risk of LASSO.
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In a mathematical sense, buckling is a bifurcation in the solution to the equations
of static equilibrium. It is well known that if a beam is subjected to an axial compres-
sive load, the total potential energy of the beam becomes nonconvex as soon as this
load reaches certain limit value. The classical Euler–Bernoulli beam is still the most
popular beam model. However, this linear model can be used only for infinitesimal
deformation and does not allow a regular solution to the buckling problem. Eu-
ler proposed in 1757 a solution using eigenvalues and eigenfunctions, which is still
widely used, but it has qualitative character only.

Nonlinear mathematical model developed by D.Y. Gao in [1] is intended for bend-
ing problems with moderately large deformation and for buckling analysis. It is more
appropriate for this purpose but its solution is not easy task. Several attempts have
already been made by D.Y. Gao who used his canonical dual finite element method.
We present here a formulation based on the control variational method (see e.g.[2])
which idea consists in a transformation of the original problem into an optimal con-
trol problem. Such a solution was successfully used in papers [3] and [4] for convex
cases, which of course does not include buckling. We provide an analysis of the trans-
formed problems particularly with regard to possible numerical solution.
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A top-priority task nowadays is to ensure quality, safety, and dependability of tech-
nical systems. One of the ways to avoid failures is by monitoring the conditions
and degradation of the system using diagnostic signals.

The analyzed dataset covers a relevant set of field data of monitored vehicle fleet
and has a form similar to sparse longitudinal data. Our approach to the analysis
is based on semi-parametric modeling. In particular, generalized additive mod-
els are applied to obtain the appropriate description of the mean and variabil-
ity of the analyzed field data. Further, stochastic differential equation for time-
dependent Ornstein-Uhlenbeck process with estimated drift and diffusion term is
considered. Numerical methods are used to generate trajectories of such random
process and to obtain a sample of first hitting times. These are used to infer
on the survival function and failure rate and to predict the mean residual useful
life.
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The aim of this contribution is to make basic statistical analyzes of apartment prices
in various municipalities of the Czech Republic in the period 07/2018 – 05/2019.
The real estate market is not subject to frequent analyzes in the academic field,
which is due to the difficulty in obtaining data. It can be said, therefore, that freely
available and published data do not provide the possibility to perform more compre-
hensive statistical analyzes or even more detailed regional analyzes. We will work
with data obtained through the parsing of large real estate server websites. By au-
tomatic polling, we are able to get data on the floor area of advertised apartments
and the asked purchase price. We will present basic statistical characteristics in dif-
ferent months of the monitored period and in different regions of the Czech Republic.
Special attention will be paid to the analysis of the impact of the tightening of mort-
gage rules and the impact of interest rates on average housing prices. Using cluster
analysis, according to the same evolution of housing prices, we try to divide the dis-
tricts in the Czech Republic. Special attention will be paid to modelling the rela-
tionship of apartment prices between neighbouring small municipalities. A spatial
lag model will be used for the calculation. We will assemble a model for describing
the relationships between housing prices and suitable explained variables. To using
this model, we are inspired by studies from [Kotatkova, 2015] and [Bhatacharjee],
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In this contribution we deal with inverse problem for nonlinear Gao beam mo-
del which was firstly introduced by D. Y. Gao in 1996. As an inverse problem
the identification of unknown material parameters for the nonlinear Gao beam is
meant. The inverse problem will be formulated as the optimal control problem
which consists of minimization of cost functional and state problem. The existence
of the unique solution will be presented.

The numerical realization of the problem is based on using finite elements
method, thus the discretization of the state problem and functional has to be
done. The minimization of the discretized functional is based on gradient method
with a suitable step size calculations. The gradients of the discretized functional are
computed by using the adjoint problem technique. Numerical results for the non-
linear Gao beam model are compared with results for the classical linear Euler-
Bernoulli beam model and numerical computations are realized by using mathe-
matical software MATLAB.
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Currently, both clinical targeted and untargeted metabolomic approaches aim to find
statistically significant differences in chemical fingerprints of patients with some dis-
ease and a control group and to identify biological markers allowing a prediction
of the disease. Traditionally, the differences between controls and patients are eval-
uated by both univariate and multivariate statistical methods. The univariate ap-
proach relies merely on t-tests (or their nonparametric version) where the results
from multiple testing are compared by p-values and fold-changes using a so-called
volcano plot. As a counterpart, a multiple Bayesian hypotheses testing is proposed,
introducing a concept of b-values as well as a Bayesian version of the volcano plot
incorporating distance levels of the posterior highest density intervals from zero.
Moreover, since each metabolome is a collection of some small-molecule metabo-
lites in a biological material, relative structure of metabolomic data is of the main
interest. A proper choice of orthonormal coordinates w.r.t. Aitchison geometry con-
sidering the compositional character of a metabolome is, therefore, an essential step
in any statistical analysis of such data. The theoretical background is accompanied
by an analysis of a data set containing plasma of patients suffering from an inherited
metabolic disorder of ketone body synthesis and leucine degradation – 3-hydroxy-3-
methylglutaryl-coA lyase deficiency (HMGCLD).
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Penalised regression splines (P-splines, [1]) models have achieved great popular-
ity both in statistical and in applied research. From a statistical point of view,
the reason for their popularity is their applicability to different fields, from sur-
vival analysis and spatial and spa-tio-temporal statistics to functional data analy-
sis. From the applied point of view, the metho-dological developments have allowed
analysing and understanding complex biological and health phenomena. A possible
drawback of P-spline models is that they assume a smooth transition of the co-
variate effect across its whole domain. However, in some practical applications
more complex situations arise, with effects that may not change in some regions
of the covariate, while changing rapidly in other regions. In these situations, it
is desirable and needed to adapt smoothness locally to the data, and adaptive
P-splines have been suggested (e.g., [2]). However, the extra flexibility afforded
by adaptive P-splines is obtained at the cost of a very high computational burden,
especially in a multidimensional setting (e.g., two-dimensional interaction surfaces).
Furthermore, to the best of our knowledge, the literature lacks proposals for adap-
tive P-splines in more than two dimensions. Motivated by the need of analysing
data derived from experiments conducted to study neurons’ activity in the visual
cortex of behaving monkeys, this work presents a locally adaptive P-spline model
in three dimensions (space and time). Estimation is based on the SOP (Separa-
tion of Overlapping Precision Matrices) method [3], which provides the stability
and speed we look for. This is joint work with Maria Durban, Dae-Jin Lee, Paul
H.C. Eilers and Francisco Gonzalez.
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The electroencephalogram (EEG) provides a useful tool for the description of the neu-
ral activity of a brain. Analysis of multichannel, spatially distributed, EEG infor-
mation is preferred over a separate analysis of EEG signal from each electrode.
However, because of the multiway character of the EEG data, the hidden sources
of neural activity cannot be reliably extracted by standard statistical methods like
the principal component analysis (PCA) or factor analysis.

The parallel factor analysis (PARAFAC) [1, 2] represents a generalisation of PCA
in higher dimensions and can be used for detection of hidden factors of multichannel
EEG in time, space and frequency domain [3]. However, when the measurement
with a lower number of EEG electrodes is analyzed, the resemblance of the observed
spatial distribution of several, in frequency not overlapped oscillatory sources, may
indicate that the usage of a more flexible Tucker3 model can be preferred.

In this study, we validate and compare the PARAFAC and Tucker3 model on two
types of simulated EEG data; i) with a different spatial location of neural activity
of the target frequencies and ii) with a different number of electrodes distributed
over the whole scalp. The aim of this analysis is to better understand situations
where the Tucker3 model leads to a more parsimonious representation of EEG data,
but with a comparable explanation of neural activity variability as the PARAFAC
model.
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Multivariate categorical data are most often analyzed by fitting log-linear models
[4]. The talk describes the class of relational models [3], which are more general,
in that the sample space does not have to be a Cartesian product, the effects are not
necessarily associated with cylinder sets and the overall effect may or may not be
present. After discussing examples which motivate these generalizations, the talk
will consider estimation and testing in relational models. When the overall effect is
not present, the usual equivalence of the maximum likelihood estimates under multi-
nomial and Poisson sampling does not hold. In the multinomial case, the maximum
likelihod estimates reproduce the observed subset sums only to a constant of pro-
portionality, and in the Poisson case they do not reproduce the observed total.
When the data also contain zeros, depending on their pattern, the MLE may only
exist in the closure of the original model with respect to the Bregman divergence,
which coincides with the set of pointwise limits of the distributions in the relational
model [1]. Relational models without the overall effect are curved exponential fam-
ilies, and the statistical meaning of adding or removing the overall effect will be
described by concepts from algberaic geometry [2].
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In the framework of functional data analysis, the paper introduced a permutation-
based test for the effect of covariates for a space-time regression model in the case
of heteroscedasticity. To test for the effect of covariates, the permutation of esti-
mated residuals of the spatial regression model instead of the observations them-
selves is proposed. A weighted least-squares model is fitted to the observations,
leading to approximately exchangeable, and thus permutable, residuals. The per-
formance of the test is assessed through a simulation study and compared to the or-
dinary least-squares approach. The proposed test perfoms similarly to the ordinary
least-squares approach for equal sample sizes and better for the unbalanced design,
where neglecting the heteroscedasticity biases the size of the ordinary least-squares
test. The methodology is demonstrated on a real-world geochemical data set. Three
different spatio-temporal models are used to analyse behaviour of potassium chlo-
ride pH, water pH and percentages of organic carbon data in a soil at the border
between the forest and field.
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The hazard function is a useful tool in survival analysis and reflects the instantaneous
probability that an individual will die within the next time instant. In practice,
the hazard function may be affected by other variables.

The aim of the contribution is to present developed software tools for estimation
of the unconditional and conditional hazard function based on kernel smoothing
techniques. The value added of these new packages is the graphical presentation
of the relationship of survival time and some continuous characteristic.

The R package kernhaz is available from the official archive CRAN. The al-
ternative package for Matlab users can be downloaded from [2]. These packages
implement estimates of hazard function for right-censored data and include also two
bandwidth selection methods.
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Variational and hemivariational inequalities are widely used in the study of many
nonlinear boundary value problems and have a large number of applications in Con-
tact Mechanics and Engineering. The theory of variational inequalities was devel-
oped in early sixty’s, by using arguments of monotonicity and convexity, including
properties of the subdifferential of a convex function. In contrast, the analysis
of hemivariational inequalities uses as main ingredient the properties of the subdif-
ferential in the sense of Clarke, defined for locally Lipschitz functions, which may be
nonconvex. Variational-hemivariational inequalities represent a special class of in-
equalities, in which both convex and nonconvex functions are present. Recent ref-
erences in the field include the book [1]. Optimal control problems for variational
and hemivariational inequalities have been discussed in several works, including [2].

We start this lecture with some notation and preliminary results. Then, we intro-
duce a variational-hemivariational inequality in which all the data depend on a pa-
rameter p. We state the behavior of the solution of this inequality with respect
to p and provide a convergence result. Next, we consider a class of optimal con-
trol problems associated to the variational-hemivariational inequality, for which we
prove the existence and convergence of the optimal pairs.

The mathematical tools developed in this lecture are useful in the analysis
and control of a large class of boundary value problems which, in a weak formula-
tion, lead to elliptic variational-hemivariational inequalities. To provide an example,
we illustrate our results in the study of an inequality which describes the equilib-
rium of an elastic body in frictional contact with a foundation made of a rigid body
covered by a layer of soft material.
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This contribution is motivated by solution of stability problems like stability of slopes,
foundations or tunnel. The aim is to find a safety factor of a structure subject to ap-
plied loads. This factor may be defined by parametrization of the load and conse-
quent increasing of this parameter up to its limit value. Beyond the limit value,
the structure collapses. If the structure obeys an associative and perfectly plastic
law then the limit load factor may be defined directly (without any incremental
procedure) by a specific convex optimization problem, the so-called limit analysis
problem. This problem can be formulated either in terms of stresses (the static
approach) or in terms of displacement rates (kinematic approach). Both the ap-
proaches are in mutual duality. For classical yield criteria, the limit analysis problem
contains conic constraints defined in each material point. From a solution of this
problem, one can also predict failure zones describing the collapse of the structure.

In this contribution, we describe two innovative ideas enabling a deeper under-
standing of this problem. First, we introduce a specific inf-sup condition defined
on the related conic contraint set and show that its validity is important for both
theoretical and numerical analysis. In particular, one can prove the equivalence be-
tween the static and kinematic approaches and derive the analytical upper bounds
of the limit load using functions which need not belong to the restrictive conic set.
These bounds may be computable if the inf-sup constant is known.

Second, we introduce a penalization method for solution of the kinematic prob-
lem to remove the conic constraints. The penalized problem may be solved by stan-
dard finite elements and Newton-like methods due to available convergence analysis.
To achieve more accurate results, we complete this numerical strategy with con-
tinuation over the penalty parameter and with local mesh adaptivity. For each
numerical approximation of the unknown kinematic field, one can easily compute
the guaranteed upper bound mentioned above. It leads to a posteriori information
about numerical errors.

We illustrate the efficiency of our methods on numerical examples including slope
stability or strip-footing benchmarks. Further, we present that the methods are
convenient even for strongly heterogeneous composite materials. The contribution
is a joint work with prof. J. Haslinger (Prague) and prof. S. Repin (Jyvaskyla
and St. Petersburg).
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Spatial interpolation and smoothing is usually done for one surface. In our case, we
have random samples of such surfaces represented by human faces. Human faces,
captured by stereo-photogrammetry are characterised by about 150,000 points. The-
se points are triangulated by about 300,000 triangles. The number of points is
extremely high for the purpose of statistical analyses, therefore the 3-dimmensional
(3D) coordinates of landmarks and semi-landmarks on curves or surface patches
sufficiently characterising the shape have to be automatically identified and this
simplified model comprising about 1000 points is then used in further statistical
modelling (see Bowman et al. 2015 and Vittert et al. 2019). The identification
of (semi)landmarks is a complex process during which B-splines, P-splines and thin-
plate splines are used together with differential geometry characteristics of a face,
including principal curvatures and shape index (see Katina et al. 2016 and Vittert
et al. 20 19).

Shape index, the measure of local surface topology, is calculated using several dif-
ferent linear statistical models of z coordinates on x and y coordinates, i.e. quadratic
with interaction without and with intercept, cubic with interaction of x and y with-
out and with intercept (with and without other interactions), and similar models
of higher order. The estimates of regression coefficients related to the quadratic
terms and their interaction are elements of Weingarten matrix from which the prin-
cipal curvatures are calculated. These models are applied on sufficiently large neigh-
bourhood of all 150,000 points in local 3D coordinate system. The results are com-
pared numerically and visually by static images of the human face in different views,
i.e. frontal, lateral and vertical, and by animations. All statistical analyses and vi-
sualisations are performed in R.

Acknowledgement: This research was supported by the Grant Agency
of the Masaryk University, Project No. MUNI/A/1503/2018.
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Common types of metabolomic data meet properties of compositional data, i.e. mul-
tivariate observations with positive parts (representing metabolite abundances) car-
rying relative information. Prior to applying standard statistical methods, it is
advantageous to map compositional data from their sample space equipped
with the Aitchison geometry into standard Euclidean real space using a proper lo-
gratio coordinate system [4]. The so-called pivot coordinates [1] are useful for this
purpose as they are orthonormal and the first coordinate captures all the rela-
tive information about a part of interest in terms of (scaled) sum of all logra-
tios with that part. On the other hand, because logratios which are aggregated
into the first pivot coordinate may represent completely different processes, in many
cases its weighted counterpart [2] seems to be preferable. A concrete case is repre-
sented by regression of a real response on compositional covariates which aims at re-
vealing significant signals in metabolomic spectral data. For this purpose, partial
least squares (PLS) regression is used which models relationships between a response
and a large set of explanatory variables by means of latent factors. PLS regression
has been also widely used to model chemical or biological outcomes from high-
dimensional metabolomic profiles [3]. This contribution demonstrates the benefits
of using weighted pivot coordinates in PLS regression with metabolomic data in or-
der to enhance the identification of the most relevant spectral signals. For this
purpose, the weights are determined according to correlations of pairwise explana-
tory logratios representing the spectral data with the response variable.
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Probability density functions (PDFs) can be understood as functional data carrying
relative information. As such, standard statistical methods proposed by functional
data analysis (FDA) [3] are not appropriate for their statistical processing. They
are typically designed in L2 space (with Lebesgue reference measure), thus cannot
be directly applied to densities, as the metrics of L2 does not honor their geomet-
ric properties. This has recently motivated the construction of the so-called Bayes
Hilbert spaces [3], which result from the generalization to the infinite dimensional
setting of the Aitchison geometry for compositional data. More precisely, if we focus
on PDFs restricted to a bounded support I ⊂ R (that is mostly used in practical
applications), they can be can be represented with respect to Lebesgue reference
measure using the Bayes space of positive real functions with square-integrable log-
arithm. The reference measure can be easily changed through the well-known chain
rule and interpreted as a weighting technique in Bayes spaces. Moreover, it im-
pacts on the geometry of the Bayes spaces which results in so-called weighted Bayes
spaces. The aim of this contribution is show the effects of changing the reference
from Lebesgue measure to a general probability measure focusing on its practical
implications for the Simplicial Functional Principal Component Analysis (SFPCA)
[2]. A centered log-ratio transformation is proposed to map a weighted Bayes spaces
into an unweighted L2 space (i.e. with Lebesgue reference measure), thus it enable
us to apply standard statistical methods such as SFPCA on PDFs.
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In the current paper we recall the notion of data depth and how it can be used
for classification. Then we show how the classical k-nearest neighbour (kNN) method
can be modified using data depth. The idea is quite simple – the nearest neighbours
of a given point are the points in the training set with similar depth w.r.t. empirical
distribution corresponding to a given class (based on the training set) as the given
point. We consider the two class classification problem. To classify a new obser-
vation, the modified kNN procedure first finds its k-nearest neighbours w.r.t. one
class and then its k-nearest neighbours w.r.t. the second class. These points define
distributional neighbourhoods. The classification is based on comparison of the vol-
umes of these neighbourhoods. We studied the performance of the newly suggested
procedure. In the contribution, we also outline some practical problems that need
to be solved when implementing the procedure.
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Concerning three-dimensional mathematical models of fluids, an analytical solution
is often impossible to derive and numerical solution can be unduly complicated.
Thus, we need to simplify three-dimensional models, when possible, prior to solving
the problem. We show how to derive rigorously lower dimensional models for Navier-
Stokes equations for compressible nonlinearly viscous fluids.
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Quadratic and Linear Discriminant Analysis (QDA/LDA) are the most often ap-
plied classification rules under normality. In QDA, a separate covariance ma-
trix is estimated for each group. If there are more variables than observations
in the groups, the usual estimates are singular and cannot be used anymore. Assum-
ing homoscedasticity, as in LDA, reduces the number of parameters to estimate. This
rather strong assumption is however rarely verified in practice. Regularized discrim-
inant techniques that are computable in high-dimension and cover the path between
the two extremes QDA and LDA have been proposed in the literature. However,
these procedures rely on sample covariance matrices. As such, they become inappro-
priate in presence of cellwise outliers, a type of outliers that is very likely to occur
in high-dimensional datasets. We propose cellwise robust counterparts of these reg-
ularized discriminant techniques by inserting cellwise robust covariance matrices.
Our methodology results in a family of discriminant methods that (i) are robust
against outlying cells, (ii) provide, as a by-product, a way to detect outliers, (iii)
cover the path between LDA and QDA, and (iv) are computable in high-dimension.
The good performance of the new methods is illustrated through simulated and real
data examples.
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This work is devoted to the study of a class of sweeping processes with history-
dependent operators. A well-posedness result is obtained, including the existence,
uniqueness, and stability of the solution. Our approach is based on the variable
time step-length discrete approximation method combined with a fixed point prin-
ciple for history-dependent operators. Then, a quasi-static frictional contact prob-
lem for viscoelastic materials with unilateral constraints in velocity is considered.
The abstract result is applied in the study of this problem in order to provide its
unique weak solvability as well as the continuous dependence of the solution with re-
spect to the initial data.
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One of the common practical applications of operational research is vehicle rout-
ing, where the goal is to find an efficient route of transportation of goods to cus-
tomers through a complex network. In this contribution, we deal with the de-
scription and solution of a practical routing problem that can be considered a gen-
eralization of the known Capacitated Vehicle Routing Problem (CVRP), see [1].
The main difference from the classical VRP is that the optimization must be per-
formed for a multi-day period and the individual orders can be delivered to the cus-
tomer a few days in advance. In addition, the number of vehicles available in one
day is limited, the vehicle capacity is limited, and the route length is also limited.
The goal is to assign the transport of orders into particular days and particular ve-
hicles so that the daily number of vehicles exceeds the prescribed maximum as little
as possible, so that no vehicle is overloaded, and so that the total route length is
minimized. The solution of the problem is divided into two phases. In the first
phase, orders are assigned to routes using a custom modification of the well-known
Clarke-Wright Algorithm (see [2]). In the second phase, routes are assigned to in-
dividual days.
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