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The formulation of a problem is often more essential than its solution,
which may be merely a matter of mathematical or experimental skill.

Einstein, Infeld



The formulation of a problem is often more essential than its solution,
which may be merely a matter of mathematical or experimental skill.

Einstein, Infeld

In a formal model the conclusions are derived from definitions and
assumptions. But with informal verbal reasoning, one can argue until
one is blue in the face, because there is no criterion for deciding the
soundness of an informal argument.

Robert Aumann



The problem we are interested in concerns the situations
where:

e A given number of individuals (bargainers, players, ...)
have to reach a unanimous decision about which alter-
native to select from a given set of feasible alternatives.

e IT Nno unanimous agreement is reached, then certain
pre-specified alternative will be selected.
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X
Often it is assumed that randomization °

on different alternatives is possible.
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The problem we are interested in concerns the situations
where:

e A given number of individuals (bargainers, players, ...)
have to reach a unanimous decision about which alter-
native to select from a given set of feasible alternatives.

e If Nno unanimous agreement is reached, then certain
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ODAM, Olomouc, June 2013



The problem we are interested in concerns the situations
where:

e A given number of individuals (bargainers, players, ...)
have to reach a unanimous decision about which alter-
native to select from a given set of feasible alternatives.

e If Nno unanimous agreement is reached, then certain
pre-specified alternative will be selected.

We shall formulate such bargaining problems in the frame-
work of cooperative games.
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Coalitional games

A cooperative game in coalitional form or briefly a coali-
tional game or just a game consists of

e nonempty sets N (set of players) and X (space of play-
ers’ payoff profiles),

e 2 mapping v that assigns to every nonempty subset K
of N (coalition) a subset »(K) of X, and

e a family {>;};cn Of binary relations on X (players’ pref-
erence relations).

ODAM, Olomouc, June 2013



We shall deal only with the coalitional games in which:

e [ he number of players is finite and greater than 1. We
set N={1,2,...,n},n > 2.
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e [ he number of players is finite and greater than 1. We
set N={1,2,...,n},n > 2.

e The set X is equal to the n-dimensional real linear
space R™.

e Each player i prefers (xq,...,2n) 10 (y1,...,yn) if and
only if =; > ;.
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We shall deal only with the coalitional games in which:

e [ he number of players is finite and greater than 1. We
set N={1,2,...,n},n > 2.

e The set X is equal to the n-dimensional real linear
space R™.

e Each player i prefers (xq,...,2n) 10 (y1,...,yn) if and
only if =; > ;.

In these situations, we denote such an n-player coalitional
game by (N,v) or simply v.
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Bargaining games
An n-player bargaining game is an n-player coalitional game

(N, v) in which all coalitions except the grand coalition and
singleton coalitions are irrelevant.
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Bargaining games

An n-player bargaining game is an n-player coalitional game
(N, v) in which all coalitions except the grand coalition and
singleton coalitions are irrelevant.

For an n-player bargaining game (N, v), it is customary to
denote v(N) by S, and the maximum payoff in v({i}) by d;.

Thus we identify such a game with an ordered pair (S,d)
where S is a subset of R™, and d is a point in R™ given by

d= (dl,dg, “e :dn)-

This represents the situation in which the players are trying
to reach a unanimous agreement on the choice of payoff
vector from S. If a unanimous agreement is not achieved,
then the resulting payoff vector becomes d.
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Individuals can freely dispose of utility

ODAM, Olomouc, June 2013



ODAM, Olomouc, June 2013




Bargaining problems
By an n-player bargaining problem we mean the problem of

solving every game from a fixed nonempty set of n-player
bargaining games.

ODAM, Olomouc, June 2013



Bargaining problems

By an n-player bargaining problem we mean the problem of
solving every game from a fixed nonempty set of n-player
bargaining games.

To be able to develop a meaningful theory, one has to re-
quire that games forming a bargaining problem have some

reasonable properties.

ODAM, Olomouc, June 2013



Bargaining problems

By an n-player bargaining problem we mean the problem of
solving every game from a fixed nonempty set of n-player
bargaining games.

To be able to develop a meaningful theory, one has to re-
quire that games forming a bargaining problem have some
reasonable properties.

For example, in the classical two-player bargaining prob-
lem introduced by John Nash (1950), each game (S,d) is
assumed to satisfy the following conditions:

(a) The set S is compact and convex.

(b) The point d belongs to S.
(c) There is a point x € S with = > d.
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Bargaining problems

By an n-player bargaining problem we mean the problem of
solving every game from a fixed nonempty set of n-player
bargaining games.

To be able to develop a meaningful theory, one has to re-
quire that games forming a bargaining problem have some
reasonable properties.

For example, in the classical two-player bargaining prob-
lem introduced by John Nash (1950), each game (S,d) is
assumed to satisfy the following conditions:

(a) The set S is compact and convex.
(b) The point d belongs to S.
(c) There is a point x € S with = > d.

T~

Bargaining can prove worthwhile to each player.
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Solution?
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Individually rational region
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Solutions

Let B be an nonempty set of n-player bargaining games.
A solution for B is a mapping f from B to the power set
of R™ such that, for each instance (S,d) of B, the value
f(S,d) is a nonempty subset of S.

If f is a solution for a bargaining problem B and (S,d)
belongs to B, then the value f(S,d) of f at (S,d) is called
the f-solution of (S, d).

A solution is called single point solution if all its values are
singletons.
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The Nash bargaining solution

Without any doubt, the most famous single point solution
is that of Nash. One of the attractive features of Nash's
solution is that

e it is uniquely determined by a small humber of simple
properties,

e it can be computed by a simple numerical procedure,

e it can be supported by a game in extensive form.
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1. Pareto optimality. For each instance (S,d) of B, we
have (f(S,d) + Ri) NS = f(S,d).
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1. Pareto optimality. For each instance (S,d) of B, we
have (f(S,d) + Ri} NS = f(S,d).

2. Symmetry. For each instance (S,d) of B such that
di = d» and (x5,z1) € S whenever (z1,z5) € S, we
have f1(S,d) = f2(S,d).
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have: if A is a positive affine transformation of R2 to
itself, then f(A(S),A(d)) = A(f(S.d)).
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. Pareto optimality. For each instance (S,d) of B, we
have (f(S,d) + Ri} NS = f(S,d).

. Symmetry. For each instance (S,d) of B such that
di = d» and (x5,z1) € S whenever (z1,z5) € S, we
have f1(S,d) = f2(S,d).

. Scale invariance. For each instance (S,d) of B, we
have: if A is a positive affine transformation of R2 to
itself, then f(A(S),A(d)) = A(f(S.d)).

. Independence of irrelevant alternatives. For every pair
(S,d), (T,d) of instances in B such that S ¢ T, we have:
if f(T,d) belongs to S, then f(T,d) = f(S,d).
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4. Independence of irrelevant alternatives. For every pair
(X,d),(Y,d) of instances in B such that X C Y, we
have: if f(Y,d) belongs to X, then f(Y,d) = f(X,d).
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4. Independence of irrelevant alternatives. For every pair
(X,d),(Y,d) of instances in B such that X C Y, we
have: if f(Y,d) belongs to X, then f(Y,d) = f(X,d).

s 4

. f1Y, d) = fiX, d)

1rreievant
alternatives
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Nash proved that the only solution function on B satisfy-
ing these axioms is the function whose value at (S,d) is
obtained by the maximization of the function

(x1,22) — (x1 —d1)(z2 — d2)
over the set

{(z1,z0) € S:dy < z1,ds < zp}.
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Nash proved that the only solution function on B satisfy-
ing these axioms is the function whose value at (S,d) is
obtained by the maximization of the function

(x1,22) — (x1 —d1)(z2 — d2)
over the set

{(z1,z0) € S:dy < z1,ds < zp}.

X,|  \ (%-d;)(x,-d,) is constant
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have (f(S,d) + Ri} NS = f(S,d).
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Alternative solutions
Instances of bargaining problems are relatively simple geo-
metric objects. Thus a wide range of alternative solution

concepts, based on elementary geometric operations, have
been proposed.

e The Kalai-Smorodinsky solution; (Kalai and Smorodin-
ski, 1975)

e The Discrete Raiffa solution; (Raiffa, 1951, 1953)

e The Shapley-Shubik solution; (Shapley, 1969, Shubik,
1982)

ODAM, Olomouc, June 2013



Kalai-Smorodinski Solution (1975)
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(Raiffa)-Kalai-Smorodinski Solution (1975)
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(Raiffa)-Kalai-Smorodinski Solution (1975)
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Nash versus Kalai-Smorodinski

1. Pareto optimality. For each instance (S,d) of B, we
have (f(S,d) +R3) NS = f(S,d).

2. Symmetry. For each (S,d) withdy = d> and (zo,z1) € S
whenever (z1,z5) € S, we have f1(S,d) = f2(S,d).

3. Scale invariance. For each instance (S,d) of B, we
have: if A is a positive affine transformation of R? to
itself, then f(A(S),A(d)) = A(f(S,d)).
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Nash versus Kalai-Smorodinski

1. Pareto optimality. For each instance (S,d) of B, we
have (f(S,d) +R3) NS = f(S,d).

2. Symmetry. For each (S,d) withdy = d> and (zo,z1) € S
whenever (z1,z5) € S, we have f1(S,d) = f2(S,d).

3. Scale invariance. For each instance (S,d) of B, we
have: if A is a positive affine transformation of R? to
itself, then f(A(S),A(d)) = A(f(S,d)).

4. Independence of irrelevant alternatives. For each pair (S, d) and
(T, d) of instances such that S © T, we have: If (T, d) belongs to S,
then f(T, d) = f(S, d).

4. Individual monotonocity. If disin Sand S € 7 and the utopian
point is the same for both (S, d) and (T, d), then f(T7, d) = f(S, d),
provided f(7, d) is a Pareto efficient point of S.
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The Discrete Raiffa Solution
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T he discrete Raiffa solution

The discrete Raiffa solution is defined as the limit of a
sequence {a:k} of points from S generated as follows:

Let (S,d) be an instance of B and let m,(S,z) denote the
maximum of the function

(y1,y2) — i

over the individually rational part of (S, z), that is, over the
set

Sj — {(ylzyg} eS5: | < Yi1,T2 < ?JE}-

Set z0 = d, and continue inductively by defining zF*t1 as
the middle point of the line segment connecting the points

(«f, ma(S,2%)) and (my(S,a%),z5).
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1. Pareto optimality. For each instance (S,d) of B, we
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1. Pareto optimality. For each instance (S,d) of B, we
have (f(S,d) +R3) NS = f(S,d).

2. Symmetry. For each (S,d) withdy = d> and (z5,z1) € S
whenever (z1,z5) € S, we have f1(S,d) = f»(S,d).

3. Scale invariance. For each instance (S,d) of B, we
have: if A is a positive affine transformation of R2 to
itself, then f(A(S),A(d)) = A(f(S.d)).

Ordinality. For each instance (S, d), we have: If A is an order-
preserving transformation, then FA(S), A(d)) = A(A(S, d)).
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Ordinal solutions

There are no interesting ordinal solutions for Nash's two
player problem B. Consider the instance (S,0) with

S ={(z1,22) :x1 > 0,20 > 0,21 + x> < 1}.
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Ordinal solutions

There are no interesting ordinal solutions for Nash's two
player problem B. Consider the instance (S,0) with

S ={(z1,22) :x1 > 0,20 > 0,21 + x> < 1}.
Let T' be the transformation defined by

2;1.'1 o
T(xz1,x2) = (1+:131’ Q—mg)'

It can easily be verified that T preserves utility orderings of
both players on the unit square

Q={($1,$2):0£$1£1, ngzgl}a

and that it maps the set S onto itself.
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T(z1,22) = (

2xq To
14z 2—xo)

ODAM, Olomouc, June 2013



It follows that each solution f to B which is invariant with
respect to ordinal transformations must assign to the in-
stance (S,0) a point in S which is also a fixed point (on Q)
of mapping

22’:1 Hip!
T($11$2)= (1+-T]_] 2_$?)

However, the only fixed points of T' on @ are

(0,0),(0,1),(1,0),(1,1).

The point (1,1) is infeasible because it does not belong
to S, and the remaining points are uninteresting: (0,0) is
the point of disagreement, and points (0,1) (1,0), are so
called dictatorial solutions.
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The main argument of this proof cannot be extended to
Nash’'s bargaining problem with three or more players, and
non-dictatorial ordinally invariant solution exist for prob-
lems with more than two players.

One such solution has been proposed by Shapley and Shu-
bik. The construction is based on the following observa-
tion.

If P is a Pareto surface in R3 such that every unbounded
curve in R3 (beginning in d and moving weakly monoton-
ically) meets P in precisely one point, and (a1,a»,as) is a
point in R3\ P, then there is a unique point (bq, by, b3) such
that the points

(a1,b0,b3), (b1,ap,b3), (b1,b2,a3)
belong to P.

ODAM, Olomouc, June 2013
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@(0,(
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e(x,y,z) = 0, ¢(0,0,0)<0
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e(x,y,z) = 0, ¢(0,0,0)<0

¢(x,y,0)
¢(x,0,z2)
©(0,y,2)

I
o
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e(x,y,z) = 0, ¢(0,0,0)<0
¢(x,y,0) = 0
¢(x,0,2z) = O

¢(0,y,z) = O

A = (2,y,%)
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e(x,y,z) = 0, ¢(0,0,0)<0

¢(x,y,0)
¢(x,0,z2)
¢(0,y,z) = O

I
o

A

(z,9,%2), o(2,9,2) >0
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e(x,y,z) = 0, ¢(0,0,0)<0
¢(x,y,0) =

¢(x,0,2z) = O

¢(0,y,z) = O

A = (2,y,%2), ¢(2,¥,2) >0

P = (z,9,0), Q =(#,0,2), R=(0,7,2)
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Using this fact, one can define the Shapley-Shubik solution
for an instance (S,d) as the limit of sequence {mk}‘i’“ of
points defined by setting

20 = («9,29,29) with (2%,29,29) = (d1,d>, d3),

and defining z* to be the unigue point

k

k k k
z" = (x1, 75, T3)

determined by the property that the points
(271,25, 2%), (2, 2571, 28), (o}, 2%, 2571)

belong to the Pareto surface of S.
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An alternative solution

We propose to combine the ideas of the Shapley-Shubik so-
lution and the Discrete Raiffa solution to obtain a solution
to an instance (S,d) from B as the limit of the sequence
{yk} of points from S. Again, we set y° = (dq,d>,d3). Let
(z1, o, x3) be the point obtained from y° by one step of the
Shapley-Shubik procedure. We construct the next point yl

by the same averaging that is used in the Sequential Raiffa
procedure, but now using the points

(y?! Lo, $3}, ('Tlu yg: m?})'ﬁ (;I"lﬂ o, yg}

instead of using the points

(m1(S,49),49,49), (¥9,m2(S,9%),49), (19,43, ma(S,v°)).
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The procedure seem to be new. It can be used not only
for instances from B. For example, it can be applied to the
three player problems to which it is possible to apply the
Shapley-Shubik procedure, provided that the results of the
averadging belong to the bargaining set.

It would be interesting to compare the procedure with other
available procedures on some standard classes of problems.

Extensions to problems with more than three players would
also be of interest.

However, as the main open question we consider the prob-
lem of establishing systems of axioms that define the pro-
posed solution uniquely on reasonable classes of bargaining
problems.
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Everything has been thought of before, but the
problem is to think of it again.

Goethe



Step-by-step solutions

Recently Diskin et al. have provided an axiomatization of
a family of generalized Raiffa’'s solutions for cooperative
bargaining.

They propose a solution concept which is composed of two
solution functions. One solution function specifies an in-
terim agreement and the other specifies the terminal agree-
ment. Such a step-by-step solution concept can formally
be defined as follows.

A pair (f,g) of functions from B into R" is called the step-
wise solution if both f(S,d) and ¢g(S, d) belong to S for each
instance (S,d) of B. The first component f specifies the
interim agreement and the second component g specifies
the terminal agreement.
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Generalized Raiffa’s solutions

The set of generalized Raiffa solutions is a family of step-
wise bargaining solutions {(f?, gP)}o<p<1 Where fP and g?
are defined in the following way. For 0 < p < 1, the function
fP is defined by

f7(S,d) = d+ Z(U(S,d) — d),
and the function g? is defined by
g°(S,d) = d>(5S,d),
where d*°(S,d) is the limit of the sequence {dk(S, d)} of

points constructed inductively by

d9(S,d) = d and dk*t1(S,d) = fP(S,d~).
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Axiom 1. g(S,d) = g(S, f(S,d)).
Axiom 2. g(S,d) is individually rational.

Axiom 3. If f(S,d) is individually rational, and if d is not
Pareto optimal in S, then f(S,d) # d.

Axiom 4. If all players are symmetric in (S,d), then they
are also symmetric in f(S,d).

Axiom 5. f(A(S),A(d)) = A(f(S,d)).
Axiom 6. If S C T, then f(5,d) < f(T,d).

Axiom 7. If S; = Ty, then f(S,d) = f(T,d).
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Offical Answers

e [ he problem under consideration appears almost ev-
erywhere in Nature.

e It represents an important issue associated with many
real world problems.

e Many interesting instances of the problem can be han-
dled by our approach.
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Unoffical Answers

¢ Who cares.

e Whatever the origin of the problem might be, the prob-
lem itself is interesting and challenging.

e [ he problem was created as a by-product of our previ-
ous research.
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